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Dynamical activities of primary somatosensory cortices studied by magnetoencephalography
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A blind identification method of transfer functions in feedback systems is introduced for examination of
dynamical activities of cortices by magnetoencephalography study. Somatosensory activities are examined in 5
Hz periodical median nerve stimulus. In the present paper, we will try two careful preprocessing procedures for
the identification method to obtain impulse responses between primary somatosensory cortices. Time series
data of the somatosensory evoked field are obtained using a blind source separation of the T/R type
(fractional) decorrelation method. Time series data of current dipoles of primary somatosensory cortices are
transformed from the time series data of the somatosensory evoked field by the inverse problem. Fluctuations
of current dipoles of them are obtained after elimination of deterministic periodical evoked waveforms. An
identification method based on feedback system theory is used for estimation of transfer functions in a feedback
model obtained from fluctuations of currents dipoles of primary somatosensory cortices. Dynamical
activities between them are presented by Bode diagrams of transfer functions and their impulse responses: the
time delay of about 30 ms via corpus callosum is found in the impulse response of identified transfer function.
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I. INTRODUCTION

Evoked magnetic fields are often used to examine brain activities [1] although amplitudes of evoked magnetic fields
are smaller than those of spontaneous magnetic fields. Averaged waveforms of magnetoencephalography (MEG)
are used usually to examine the evoked magnetic fields. Though we can obtain dynamical information from averaged
waveforms, we may find a possibility to obtain dynamical information from fluctuations about the averaged waveforms.
Hence, there remains a methodology to obtain dynamical information of brain activities in MEG analysis. In a previous
paper [2], periodical responses of evoked magnetic fields were studied for 5 Hz periodical median nerve stimuli. As
statistical properties of the somatosensory evoked field (SEF) were reported in [2], SEF has the deterministic part of periodical
averaged waveforms and the random part of fluctuations around them. The aim of present paper is to obtain
dynamical information from SEF fluctuations.

There are two state-of-the-art approaches for understanding connections among brain regions. One approach tries to
model how activity in one brain area is affected by that in another. The other approach looks for correlations in activities
of two or more regions. In the present paper we use the latter approach. To obtain dynamical information of MEG
and/or electroencephalography data multivariate autoregressive models have been used mainly for identification of networks
or connections between cortices as in [3,4] and references cited therein. However, they are all-pole type of models
and have no zeros. Since autoregressive models are a kind of truncated power series as in [5], they are not suitable to
evaluate exactly transfer functions between cortices. To avoid this difficulty we will use a blind identification by an
innovation model with minimum phase properties. An identification method based on feedback system theory [6,7] will
be used for determination of impulse responses between cortices.

With 5 Hz periodic median nerve stimulus, somatosensory activity is mainly observed [8] at the primary somatosensory
cortex in the contralateral hemisphere (cSI), although for random stimuli with interstimulus intervals of more than 1 s,
somatosensory activities are known [9] as cSI, bilateral secondary somatosensory cortices, and posterior parietal cortices.
Not only contralateral but also ipsilateral responses in primary somatosensory cortex following 5 Hz electrical median
nerve stimulation were reported [10,11] in functional magnetic resonance imaging. However, ipsilateral primary
somatosensory (ISI) responses to median nerve stimulation are rare in MEG investigation as reported by Kanno et al.
[12]: 18 hemispheres of 14 among 482 subjects. Furthermore, the pathway of the ipsilateral response is unclear.
There are three possibilities: (1) transcallosal type from cSI cortex; (2) direct afferent projection type from thalamus; and
(3) top-down type from higher-level processing areas. This is still remaining an open problem. In [13] averaged waveforms
of current dipoles of primary somatosensory cortices were studied from electroencephalography via the decorrelation
method of the blind source separation (BSS) method. The usage of the decorrelation method can make an improvement
on the signal-to-noise (S/N) ratio of components of interest.

In the present paper SEF fluctuations of the somatosensory evoked field will be separated from MEG data by using the
T/R type decorrelation method of BSS after elimination of deterministic periodical evoked waveforms. A pathway of transcallosal type of (1) will be reported by application of an identification method based on feedback system theory [6,7] to
SEF fluctuations.

Separation of somatosensory evoked field will be mentioned in Sec. II. Lead field, BSS, and estimation of current
dipoles of cSI and ISI will be discussed for inverse transformation of time series data from superconducting quantum
interference devices (SQUIDs) to current dipoles of somatosensory cortices. Identification of dynamical activities be-
tween primary somatosensory cortices will be discussed in Sec. III.

II. SEPARATION OF SOMATOSENSORY EVOKED FIELD IN MAGNETOEENCEPHALOGRAPHY

Seven healthy subjects participated in this paper. After explaining the nature of the study, informed consent has been obtained. The experimental procedures were in accordance with the declaration of Helsinki. For them the median nerve was stimulated electrically with a constant voltage, square-wave pulse of 0.2 ms duration delivered at the right wrist. Stimulus frequency was periodical 5 Hz or the interstimulus interval was 200 ms. MEG data were recorded with a 64-channel whole-head MEG system (NeuroSQUID Model 100, CTF Systems Inc.). SQUID was the axial gradiometer type. MEG signals were digitized at 1250 Hz and filtered with a 300 Hz on-line low-pass filter. MEG data during 100 s were recorded as a single sweep. The number of median nerve stimuli was 500. Details were reported in [2].

After zero preset signal processing mentioned in [2] the average of 500 responses of MEG was used. The averaged waveforms \( w(n) \) are obtained from SQUID time series data and shown in Fig. 1 for one subject, where \( w(n) \) were defined by Eq. (1) of [2]. The electric stimulus time is at time 100.8 ms in Fig. 1. The first peak of waveform at time 120 ms is known as N20 with latency 19.2 ms [1,8,9].

A. Lead field

The magnetic field can be calculated from Maxwell equations. Especially, the forward problem from a current in a head to a SQUID channel is evaluated by the Biot-Savart law or Ampere-Laplace law. If the head can be well approximated by a spherically symmetric model and if the primary currents generated in the brain can be described by an equivalent current dipole, a lead field from a current dipole in the brain to SQUID channels was given by Sarvas formula [14].

Current dipoles in a brain were uniformly distributed in the sphere with a radius 0.075 m at a center (0, 0, 0.05) (meter) in the MEG head coordinates. They are expressed by tiny symbol of square in Figs. 2 and 3. The number of them was 9514. Large circles in Figs. 2 and 3 are 64 SQUIDs.

Let a current dipole at a position \( r \in N(1 \leq r \leq 9514) \) in the brain be denoted by \( q_r(n) \) at discrete time \( n \). In the tangential plane at the position \( r \) a current dipole with angle \( \theta \) and \( \phi \) is denoted by \( Q_r(n) := Q_r(n)(\cos \theta \sin \phi) = Q_r(n,x)i + Q_r(n,y)j \), where \( i \) and \( j \) are unit vectors in the tangential plane.

From the Sarvas formula the magnetic field from a unit dipole of \( x \) direction at \( r \) to the \( n \)th channel of SQUID can be given by \( l_{in}(r,x) \). The magnetic field at SQUID in any direction is determined by

FIG. 1. Averaged waveforms \( w(n) \) of MEG.

FIG. 2. Location of SQUIDs and current dipoles in the MEG head coordinates. Letters of F, B, L, and R in the figure mean front, back, left, and right, respectively.

FIG. 3. Location of 64 SQUIDs and current dipoles in the MEG head coordinates.
FIG. 4. (Color online) Dipole pattern generated by a current dipole at position 8618 (cSI).

\[ b(n) = \sum_{r=1}^{9514} I_r Q_r(n), \]  

(1)

where \( b(n) \) are time series data of magnetic field at positions of SQUID:

\[ b(n) := \begin{pmatrix} b_1(n) \\ b_2(n) \\ \vdots \\ b_{9514}(n) \end{pmatrix}, \quad Q_r(n) := \begin{pmatrix} Q_r(n,x) \\ Q_r(n,y) \end{pmatrix} \]

and

\[ I_r := \begin{pmatrix} I_1(r,x) & I_1(r,y) \\ I_2(r,x) & I_2(r,y) \\ \vdots & \vdots \\ I_{9514}(r,x) & I_{9514}(r,y) \end{pmatrix}, \]

or we have

\[ b(n) = LQ(n), \]

(2)

where

\[ L := (I_1, I_2, \ldots, I_{9514}), \quad Q(n) := \begin{pmatrix} Q_1(n) \\ Q_2(n) \\ \vdots \\ Q_{9514}(n) \end{pmatrix}. \]

For example, a current dipole with angle 175.14° at position 8618 in the brain generates a dipole pattern at SQUID positions. The location of the current dipole is given by the symbol of □ in Figs. 2 and 3 and its dipole pattern of \( b_{8618} = I_{8618} Q_{8618} \) is shown in Fig. 4. Amplitudes of outgoing or incoming magnetic fields are given by contours from black to white color scale in the figure. Details of isofield map of dipole patterns have been reported in [15]. A current dipole with angle 40.93° at position 7851 (the symbol of △ in Figs. 2 and 3) also generates a dipole pattern of \( b_{7851} = I_{7851} Q_{7851} \) shown in Fig. 5.

FIG. 5. (Color online) Dipole pattern generated by a current dipole at position 7851 (cSI).

B. Blind source separation

To retrieve MEG of SEF, we have used the second-order correlation functions for periodical types of blind source separation, i.e., the decorrelation method of BSS. The decorrelation method was developed by Molgedey and Schuster [16], Ziehe et al. [17], and Murata et al. [18] and briefly summarized in [19]. However, BSS performance is strongly dependent on the choice of time delayed parameters. The temporal decorrelation method of BSS has an open problem in choice of the time delayed parameters [17,20,21].

Since PSD of MEG has a line spectrum of 5 Hz and its repeated higher harmonic modes in 5 Hz periodical median nerve stimuli, improvements with fractional-type time-delayed parameters \( \tau_m \) defined by

\[ \frac{2}{\pi k} \text{ type: } \tau_m = \left( \frac{1250}{5} \right) \frac{m}{5m}, \quad m = 1, 2, \ldots, k. \]

(3)

could be made on the BSS as mentioned in [2,22]. Hence, we can determine a matrix \( A_{10k} \) by the blind source separation with \( \frac{2}{\pi k} \)-type (fractional) time delays:

\[ x(n) = A_{10k} s^{(1)}(n). \]

(4)

where \( x(n) \) is measured SQUID data of magnetic field with artifact noises of blinks, power electrical noise and so forth at 64 SQUID channels, \( s^{(1)}(n) \) is a vector of normalized components of BSS. In the decorrelation method, the absolute sum of off-diagonal elements of normalized correlation matrices are minimized at times corresponding to 5 Hz and its higher harmonic frequencies.

To extract 5 Hz periodical components of BSS we have used the \( \frac{2}{\pi k} \)-type of BSS with \( k = 7 \):

\[ x(n) = A_{10k} s^{(7)}(n). \]

For \( k = 8 \) we also have

\[ x(n) = A_{10k} s^{(8)}(n). \]

From the above two relations we can determine a distribution matrix \( T := A_{10k}^T A_{10k} \) from \( s^{(7)}(n) \) to \( s^{(8)}(n) \). The \( j \)-th column of \( T \) shows a distribution of the \( j \)-th component of \( s^{(7)}(n), s^{(8)}(n) \),.
in $s^{(3)}(n)$ and is denoted by $T_{x,j}$. When components of BSS satisfy the condition that absolute value of $T_{x,j}$ is close to one, the BSS components are robust for decomposition by BSS. That is, if the decompositions for $k=7$ and $k=8$ were consistent then $T$ would be approximately a permutation matrix so that in each column of $T$ there should be a dominant element with absolute value close to 1. A component is considered robust if the corresponding column vector of $T$ resembles a column of a permutation matrix without regard to the other columns.

We found two subjects with robust BSS components corresponding to activities near ISI from seven subjects. In one of two subjects, however, the pattern of obtained ISI dipole was rotated by about 90° in comparison with that of anatomical ISI dipole. Hereafter we will examine the other subject with the averaged waveforms of Fig. 1 in the remaining part of the present paper. If the components of BSS satisfy the condition $|T_{x,j}| > 0.98$, the components are robust for BSS. Sixteen components of BSS were robust, and their dipole patterns are shown in Fig. 6. Here, a dipole pattern of the $j$th component of BSS is given from the $j$th column vector of $A(\tau)$, as mentioned in [15]. The robust components of BSS were classified into four groups by examination of their power spectral densities: (i) electric power noises; the fifth and sixth components of BSS, (ii) eye movement or blinks; the second, 19th, and 57th components of BSS, (iii) $\alpha$ wave; the seventh, eighth, ninth, 17th, 31st, 40th, 48th, 49th, and 50th components of BSS, (iv) SEF; the 13th and 53rd components of BSS. These results of SEF are consistent to those of [8], in which second somatosensory cortices and posterior parietal cortices were not observed as active portions of SEF in 5 Hz periodical median nerve stimulus.

Since a dipole pattern at time 172 ms of the waveforms in Fig. 1 is shown in Fig. 7, the similarity between the dipole pattern and that of the 13th component of BSS means that the 13th component of BSS relates to the current dipole of the contralateral primary somatosensory cortex. Here, cSI in time 172 ms of latency 71.2 ms are considered to be active. The 53rd component of BSS will be examined in discussion.
2, and it relates to the current dipole of the ipsilateral primary somatosensory cortex.

Let averaged waveforms of BSS components be \( w_i(n) \). Let us examine pseudocorrelation functions of repeated waveforms between the 53rd BSS component and the other BSS component defined as in Eq. (7) of [2] by

\[
R_{53}^i(n) := pC(r_M w_3^i(0), r_M w_5^i(n)),
\]

where \( r_M w_5^i \) are defined by concatenating 500 copies of the averaged waveforms \( w_5^i \). Pseudo-correlation functions of repeated waveforms between the 53rd BSS component and the other BSS components, \( R_{53}^i(n) \), are shown in Fig. 8.

The bold line in Fig. 8 is a dominant pseudocorrelation between the 13th and the 53rd components of BSS. Therefore SEF can be rebuilt from the 13th and 53rd components of BSS for brain activities of cSI and ISI as mentioned in [2].

By selecting two BSSs in the subject SQUID time series data of somatosensory evoked magnetic field, \( b_j(n) \), generated from somatosensory cortices can be separated from background brain noise of MEG data since SEF are generated from currents of cortices related to somatosensory activities:

\[
b_j(n) = A_{17} s_j^{(1)}(n).
\]

Here \( s_j^{(1)} \) indicates that the 13th and 53rd components of BSS with \( j = 7 \) leave the original ones and the other 62 components of BSS are set as zero vectors.

Averaged waveforms \( w_i(n) \) of SEF on SQUIDs can be obtained from \( b_j(n) \) and shown in Fig. 9. The similarity between Figs. 1 and 9 teaches us that it is successful to extract \( b_j(n) \) from \( x(n) \).

**C. Estimation of current dipoles of cSI and ISI**

The number of SQUIDs was 64, and let the number of active portions in a brain be \( r \). When we want to examine brain activities, we must solve the inverse problem of \( r \) from 64. Since there are a lot of background activities in the brain, usually \( 64 \leq r \), that is, we must solve the underdetermined problem to examine brain activities. In general it is difficult to examine brain activities from SQUID time series data inversely. Let the number of active portions in a brain be \( p \) in the case of evoked magnetic field. Instead of SQUID time series data, \( x(n) \), we can analyze SEF time series data, \( b_j(n) \), generated by a few active portions in the brain, usually \( p < 64 \). That is, to examine brain activities of cortices evoked by stimuli is a kind of the overdetermined problem.

The multidipole estimation is carried out by the least-squares method [1]. Though it is hard to seek the minimum in the conventional least-squares method of multidipole, the problem can be solved by the conventional least-squares method with the combinatorial optimization problem for location of current dipoles. Estimated current dipoles were equivalently evaluated by the least-squares method with a cost function of distance between signal spaces [23]. That is, the covariance matrix, \( D = E[b_j(n) b_j(n)^T] \), can be decomposed into eigenvectors:

\[
D = \sum_{k=1}^{64} \lambda_k \phi_k \phi_k^T,
\]

where the superscript \( T \) denotes the transposition of matrix, \( \lambda_k \) is an eigenvalue, and \( \phi_k \) is its eigenvector. Let us divide two subspaces; one is the signal subspace \( V_s \) and the other subspace is noise subspace \( V_n \):

\[
V_s = (\phi_1, \phi_2, \ldots, \phi_p), \quad V_n = (\phi_{p+1}, \phi_{p+2}, \ldots, \phi_{64}),
\]

where \( p \leq q \). For \( q \) current dipole estimation the cost function of combined subspaces \( (V_s, L_r) \) is denoted [23] by

\[
J(\tilde{r}_1, \ldots, \tilde{r}_q) = \det[(V_s, L_r)^T (V_s, L_r)],
\]

where

\[
L_r := \{ l_1, l_2, \ldots, l_q \}.
\]
The effective reason of cost function is that the rank of $[(V_x, V_y)^T (V_x, V_y)]$ becomes lower when estimation of current dipole is true. Hence, we could solve the problem of multidipole estimation by the conventional least-squares method with the combinatorial optimization problem for location of current dipoles. Furthermore, our least-squares method works even in the case of correlated dipoles [23] although the assumption of independent dipoles is needed in the multiple signal classification (MUSIC) method [24].

A source space defined by a set of possible dipoles located on 9514 points was used for the four current dipole estimation ($q=4$). In the four current dipole estimation SEF signals, $b_4(n)$, are assumed to be generated by four SEF portions in the brain.

Four current dipoles were estimated from the abovementioned method. The 77.8 percentage of covariance matrix of $D$ could be expressed by four current dipoles. Four current dipoles at position 3676 with angle 85.47°, position 7851 with angle 40.93°, position 8618 with angle 175.14 degrees and position 9341 with 126.24° are shown by symbols $\nabla$, $\Delta$, $\Box$, and $\diamond$, respectively, in Figs. 2 and 3. Especially, two current dipoles at positions 7851 and 8618 had larger amplitudes than the other current dipoles. The location of positions 7851 and 8618 are superimposed on MRI slices in Figs. 10 and 11. Here MRI of the subject had 130 slices with $256 \times 256$ pixels. The position 7851 of symbol $\Delta$ in Figs. 2 and 3 is (0.047 47, 0.008 37, 0.107 45) (meter) in the MEG head coordinates, and (31, 146, 67) (pixel) in the MRI coordinates. The position is denoted by symbol $\times$ surrounded by a black circle in Fig. 10. The position of 7851 in MRI is the iSI. The position 8618 of symbol $\Box$ at (−0.052 23, 0.009 209, 0.103 033) (meter) corresponds to that of (102, 141, 64) (pixel) in Fig. 11. The position of 8618 in MRI is the cSI.

From the SEF signals of Eq. (6) we can obtain scalar time series data of four current dipoles by using lead fields of them:

$$Q_4(n) = L^\dagger b_4(n),$$

where the symbol $\dagger$ means the Moore-Penrose type of generalized inverse matrix,
Finally averaged waveforms of cSI and ISI can be obtained from current dipoles of \( \mathbf{Q}^{Q}_{7851} \) and \( \mathbf{Q}^{Q}_{8618} \) shown in Fig. 12. Here amplitudes of cSI and ISI in Fig. 12 are not exact in the four current dipole estimation since we have used the pseudoinverse matrix in Eq. (9). Waveform of cSI is expressed by a solid line and that of ISI is a broken line in Fig. 12.

III. IDENTIFICATION OF DYNAMICAL ACTIVITIES BETWEEN PRIMARY SOMATOSENSORY CORTICES IN SEF

Let \( w^Q \) be averaged waveforms of \( Q^{Q}_{7851} \) and \( Q^{Q}_{8618} \). When \( r_{500} \) is defined by concatenating 500 copies of the averaged waveforms \( w^Q \), we have SEF fluctuations of \( y_1(n) \) for ISI and \( y_2(n) \) for cSI:

\[
y(n) = [y_1(n) y_2(n)]^T = [\mathbf{Q}^{Q}_{7851} \mathbf{Q}^{Q}_{8618}(n)]^T - r_{500} w^Q.
\]

(10)

Hence we can obtain dynamical information from stationary time series data \( y(n) \) by using an identification method of feedback system theory [6,7].

From evaluated SEF fluctuations of Eq. (10) let us identify dynamics of ISI and cSI activities with a feedback model defined by

\[
y_1(n) = F_1(z^{-1}) y_2(n) + F_1(z^{-1}) f_1(n),
\]

\[
y_2(n) = F_2(z^{-1}) y_2(n) + F_2(z^{-1}) f_2(n).
\]
\[ x(n)n = A_x x(n-1|n-1) + B y(n). \]

\[ y(n) = C x(n)n. \]  \hspace{1cm} (12)

From Eq. (12) we have a closed loop transfer function matrix,

\[ G(z^{-1}) = C(I - A_H z^{-1})^{-1} B. \]  \hspace{1cm} (13)

Here the number of singular values of Hankel matrix in step 3 of Appendix A was 22 in determination of the data-oriented innovation model.

As will be mentioned in Eq. (B3) transfer functions between ISI and cSI are determined from Eq. (13) as

\[ \hat{F}_{12}(z^{-1}) = G_{12}(z^{-1}) G_{22}(z^{-1})^{-1}, \]

\[ \hat{F}_{21}(z^{-1}) = G_{21}(z^{-1}) G_{11}(z^{-1})^{-1}, \]  \hspace{1cm} (14)

where

\[ G(z^{-1}) = \begin{pmatrix} G_{11}(z^{-1}) & G_{12}(z^{-1}) \\ G_{21}(z^{-1}) & G_{22}(z^{-1}) \end{pmatrix}. \] \hspace{1cm} (15)

The bode diagrams of \( \hat{F}_{12}(z^{-1}) \), \( \hat{F}_{21}(z^{-1}) \) and their impulse responses are shown in Figs. 13 and 14. The upper and middle figure is the magnitude and the phase of Bode diagram of each transfer function, and the lower figure is the impulse response.

A model reduction algorithm is needed in evaluation of transfer functions numerically \cite{25} since there occurs a cancellation in poles and zeros of identified transfer functions.

---

**FIG. 12.** Averaged waveforms of cSI (solid line) and iSI (broken line).

\[ y_2(n) = F_{23}(z^{-1}) y_1(n) + F_{22}(z^{-1}) f_3(n), \]  \hspace{1cm} (11)

where \( z^{-1} \) is the time shift operator: \( z^{-1} y(n) = y(n-1) \), \( f_1(n) \) and \( f_2(n) \) are Gaussian white random current dipoles in right (ipsilateral) and left (contralateral) thalami. \( F_{13}(z^{-1}) \) is a transfer function between cortices from cSI to iSI via the corpus callosum, and \( F_{21}(z^{-1}) \) is a reverse transfer function from iSI to cSI. \( F_1(z^{-1}) \) is a transfer function from right thalamus to iSI and \( F_2(z^{-1}) \) is that from left thalamus to cSI.

As will be mentioned in Eq. (A3) we can identify an innovation model of minimum phase from time series data of SEF fluctuations \( y(n) \);

**FIG. 13.** Bode diagram of \( \hat{F}_{12} \) from cSI to iSI and its impulse response.
In the impulse response of Fig. 13 we can find the time delay via the corpus callosum. The time delay is expressed approximately by the rational function of \( z^{-1} \), \( F_{21}(z^{-1}) \). We have detected find the time delay from cSI to iSI in the fluctuation analysis of MEG. As mentioned in [26] this time delay of about 30 ms may be expressed as follows: after activation of the contralateral area 3b, areas 1 and 2 on the same side are activated via anteroposterior corticocortical projections. The ipsilateral SI area can obtain signal through transcallosal connections (its transit time \( \sim 20 \) ms), most likely via area 2, which has the densest transcallosal connections among all SI areas.

We can see the similar order of time delay in the waveform level of Fig. 12, although the first peak of N20 of cSI is time 120 ms and that of iSI is 138.4 ms.

IV. DISCUSSION

1) For another data measured from the same subject we checked the reproducibility of \( F_{12}(z^{-1}) \) from cSI to iSI in the right median nerve stimulus. Here, the additional data were obtained on a different occasion, and not in the same recording session. The number of median nerve stimuli was 100 in the time series data. The other experimental conditions were the same as those in Sec. II. Via two procedures of BSS and inverse problem from SQUID to current dipoles we could obtain the additional SEF fluctuations after elimination of periodical evoked waveforms. To evaluate transfer functions the number of singular values of Hankel matrix was 25 in determination of the data-oriented innovation model of the addition case. We obtained the bode diagrams of \( F_{12}(z^{-1}) \) and their impulse responses in Fig. 15. The time delay of about 30 ms could be detected in Fig. 15.

2) For the same subject the median nerve was stimulated electrically at the left wrist. From MEG data of left hand stimulus the dipole pattern of cSI was obtained and shown in Fig. 16.

Comparing Fig. 16 with Fig. 6 of the 53th component of BSS, we can conclude that the position of iSI in the right median nerve stimulus is the same as that of cSI in the left median nerve stimulus.

3) It should be noted that time series data used for the identification method of feedback system theory were those of SQUIDs, \( [x(n)x(n-1)x(n-2)\cdots] \), or estimated time series data of current dipoles of SIs, \( [y(n)y(n-1)y(n-2)\cdots] \). Actual data of currents in the thalamus, \( f_{1}(n) \) and \( f_{2}(n) \), are not observable in measurement. Therefore we have no way to determine transfer functions \( F_{1}(z^{-1}) \) and \( F_{2}(z^{-1}) \) from Eq. (15) in our method, though \( F_{12}(z^{-1}) \) and \( F_{23}(z^{-1}) \) can be obtained from Eq. (14) as mentioned in Appendix B.

4) Though the same trials for identification of dynamical activities between SIs were done in [15,27], we could not succeed to find the single dipole pattern of iSI by using kT type of BSS. It is important to use the T/k type of BSS for detection of iSI dipole pattern as mentioned in [2,22]. Furthermore, it should be noted that the time delay of about 30 ms was not detected without mapping to time series data of current dipoles from SQUIDs data.

5) Since the arctan is a periodical function with period \( \pi \) and we cannot specify a positive or negative direction in fluctuations with zero mean, the sign of \( \theta \) in \( Q_{i}(n) =Q_{i}(n)(\cos \theta +\sin \theta) \) cannot be determined in identification of fluctuations. This sign ambiguity induces two possibilities in \( y(n) \): one is a parallel case; \( [y_{1}(n)y_{2}(n)]^{T} \) and the other is an antiparallel case; \( [-y_{1}(n)y_{2}(n)]^{T} \). From this ambiguity we have another feedback model.
where $F'_{12}(z^{-1}) = -F'_{12}(z^{-1})$, and $F''_{12}(z^{-1}) = -F''_{12}(z^{-1})$. Therefore there exists a sign ambiguity in the transfer function $F_{12}(z^{-1})$ or $F'_{12}(z^{-1})$ in identification of fluctuations since the sign of amplitude of fluctuations of cSI and iSI cannot be determined from time series data. However, we have

$$y_1(n) = F'_{12}(z^{-1})y_2(n) - F_2(z^{-1})f_1(n),$$

$$y_2(n) = F''_{21}(z^{-1})y_1(n) + F_2(z^{-1})f_2(n),$$

(16)

in both cases of Eqs. (11) and (16). Hence it should be noted that the minimum phase properties of Eq. (A4) hold even in the sign ambiguity.

(6) We may expect that $s_{12}^{(1)}(n) = Q_{8618}(n)$ and $s_{12}^{(2)}(n) = Q_{7851}(n)$ since their dipole patterns of Figs. 4 and 5 are similar to those of the 53rd and 13th components in Fig. 6. Of course, current dipoles of SIs, $[Q_{7851}(n)Q_{8618}(n)]^{T}$, are different from the SEF components of BSS, $[s_{21}^{(1)}(n)s_{13}^{(1)}(n)]^{T}$, since $Q_{7851}(n)$ and $Q_{8618}(n)$ are real variables of current dipoles and $s_{13}^{(1)}(n)$ and $s_{21}^{(1)}(n)$ are abstract variables of BSS. However, it should be noted that we can find the same time delay in averaged waveforms of $s_{13}^{(1)}(n)$ (solid line) and $s_{21}^{(1)}(n)$ (broken line) in Fig. 17 as those in Fig. 12.

(7) The pathway of primary somatosensory cortices is still an open problem although we could find the time delay from cSI to iSI in the fluctuation analysis of MEG. In the case of the subject the pathway of SIs is transcallosal type. However, another subject as in [28] had direct afferent projection from thalamus.

In [12,28] this problem was studied by averaged waveforms on SQUID level as in Fig. 1. In [13] it was studied by averaged waveforms of current dipoles estimated from electroencephalography via the BSS method. In the present paper
we have studied it by impulse responses identified from fluctuations of current dipoles as mentioned above. It can be pointed out that the time delay of Fig. 12 in the current dipole level is not observed in SQUID waveforms of Fig. 1 and observed in BSS waveforms of Fig. 17.

(8) Simulation studies on estimation in the inverse formalism with combinatorial optimization problem for location of current dipoles in Sec. II C were reported in [23]. The identification method with the feedback model of Eq. (11) in Sec. III could work on artificially prepared data that included known transfer functions in [25].

(9) Since there are multi-processing steps to obtain impulse responses in the present approach, we will examine whether obtained impulse responses are robust or not. To obtain impulse responses BSS is first applied to MEG data and then the elimination of the deterministic part is operated before the feedback model identification.

On the other hand, we may have an honest way to obtain impulse responses. In the honest way BSS is operated after the elimination of concatenation of 500 copies of averaged waveforms. From the Wold decomposition theorem, a stationary process is uniquely decomposed into deterministic and nondeterministic parts. Then SQUID data after elimination of deterministic part are fluctuations of nondeterministic part: SQUID fluctuations of the honest way were obtained from the same MEG data as mentioned in Sec. II by the elimination of concatenation of 500 copies of averaged waveforms. After elimination of the deterministic part, BSS with \( k=7 \) has been applied to them and the 13th and 53rd BSS components could be obtained for the contralateral and ipsilateral somatosensory primary cortices, respectively.

SQUID SEF fluctuations, \( b_j^s(n) \) have been obtained from the 13th and 53rd BSS components as in the same manner as Eq. (6). Next, the four current dipoles at positions 2366, 7876, 8001, and 8618 have been estimated by the same method mentioned in Sec. II B. The cSI and iSI dipoles were at 8618 and 7876. The location of iSI is a little different from that in the original way. Scalar time series data of four current dipoles have been obtained as in the similar manner as Eq. (9): \( Q_j^s(n)=L_j^s b_j^s(n) \). Finally, we have applied the feedback model identification mentioned in Sec. III to SEF fluctuations of cSI and iSI. The identified innovation model with minimum phase property could be calculated when the number of singular values of Hankel matrices was 23. Hence, the impulse response from cSI to iSI is shown in Fig. 18. The observed delay appears at about 30 ms in the impulse response. The consistency in the apparent delay for the single subject shows its robustness.

V. CONCLUSION

We have examined dynamical activities of cortices by magnetoencephalography study. In our methodology there are three procedures:

1. The decorrelation method with T/k type time delayed is used for separation of evoked fields \( b_j(n) \) generated by somatosensory cortices.

2. Inverse problem from SQUID SEF data \( b_j(n) \) to current dipole data \( Q_j(n) \) is solved by the multipole estimation with combinatorial optimization problem.

3. Dynamical activities between primary somatosensory cortices can be examined from fluctuations of \( y_1(n) \) and \( y_2(n) \) after elimination of periodical waveforms by using the identification method based on feedback system theory.

In 5 Hz periodical median nerve stimulus somatosensory activities were examined. The iSI activity was found in Fig. 6 by using the T/k-type decorrelation method. Dynamical activities between primary somatosensory cortices were examined by using a feedback model with transfer functions. The time delay of about 30 ms has been detected in the impulse response from cSI to iSI by the blind identification method of Appendixes A and B.
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APPENDIX A: INNOVATION MODEL IN STATISTICAL INVERSE PROBLEM

In [7,25,29] our identification formalism has been summarized as five steps to obtain numerically an innovation model of Eq. (12):

Step 1: calculate correlation function matrices \( R_{xy}(k) \) from \( N \) time series data, \( y(n)=[y_1(n), y_2(n)]^T, (n=1,2,\ldots,N) \):

\[
R_{xy}(k) = \frac{1}{N-k} \sum_{N-j=1}^{N-k} (y(j+k)y(j))^T,
\]

where the mean is assumed to be zero, i.e., \( E[y(n)] = \frac{1}{N} \sum_{j=1}^{N} y(j) = 0 \).

Step 2: define a Hankel matrix \( H_{xy}(k) \), and its associate matrices, \( H_A(k), H_B(k), \) and \( H_c(k) \) as
FIG. 18. Reproducibility of \( \hat{F}_{12} \) from cSI to iSI and its impulse response in the honest way.

\[
H_{xy}(k) := \begin{pmatrix}
R_{yy}(0) & R_{yx}(1) & \cdots & R_{yx}(k) \\
R_{yx}(1) & R_{yx}(2) & \cdots & R_{yx}(k+1) \\
\vdots & \vdots & \ddots & \vdots \\
R_{yx}(k) & R_{yx}(k+1) & \cdots & R_{yx}(2k)
\end{pmatrix},
\]

\[
H_{y}(k) := \begin{pmatrix}
R_{yy}(1) & R_{yx}(2) & \cdots & R_{yx}(k+1) \\
R_{yx}(2) & R_{yx}(3) & \cdots & R_{yx}(k+2) \\
\vdots & \vdots & \ddots & \vdots \\
R_{yx}(k+1) & R_{yx}(k+2) & \cdots & R_{yx}(2k+1)
\end{pmatrix},
\]

\[
H_{C}(k) := [R_{yy}(0)\mid R_{yx}(1)\cdots R_{yx}(k)].
\]

Step 3: calculate three matrices \( A, B, \) and \( C \) from the associated matrices, \( H_{y}(k), H_{x}(k), \) and \( H_{C}(k) \) by using the singular value decomposition of the Hankel matrix \( H_{yy}. \) That is, we have

\[
C = H_{C}(k)V_{k}\Sigma_{k}^{-1/2},
\]

where \( H_{yy}(k) = U_{k}\Sigma_{k}V_{k}^{T} \), \( \Sigma_{k} \) is a diagonal matrix of which the diagonal elements consist of \( d \) positive singular values and \( 2(k+1)-d \) zeros, and \( U_{k} \) and \( V_{k} \) are orthogonal matrices.

Step 4: a stable solution of matrix Riccati equation can be calculated by iteration procedures:

\[
E_{w+1} = A_{H}E_{w}A_{H}^{T} + A_{H}K_{n}(B_{y} - E_{n}C_{y})^{T}A_{H}^{T},
\]

where \( K_{n} = (B_{y} - E_{n}C_{y})(R_{yy}(0) - E_{n}C_{y}C_{y}^{T})^{\dagger}. \) We obtain \( B \) from \( B_{y} \) and a stable solution \( E_{w} \) of Eq. (A2),

\[
B := K_{w} = (B_{y} - E_{w}C_{y})(R_{yy}(0) - E_{w}C_{y}C_{y}^{T})^{\dagger}.
\]

Discussions to find a stable solution of the matrix Riccati equation were reported theoretically in [6,7,29] and numerically in [25,30,31].

Step 5: finally we have a \( d \)-dimensional data-oriented innovation model,

\[
x(n|n) = A_{H}x(n-1|n-1) + B_{y}(n)
\]

\[
y(n) = Cx(n|n),
\]

where \( y(n) = y(n) - y(n|n-1). \) Here \( y(n|m) \) is the conditional mean value of \( y(n) \) under the condition that \([y(m)y(m-1)y(m-2)\cdots] \) are given: \( y(n|n-1) := E[y(n)|y(n-1)y(n-2)y(n-3)\cdots]. \) Coefficient matrices of the data-oriented innovation model have the minimum phase property of pole stability and zero invertibility,

\[
eig[A_{H}] < 1 \text{ and } \eig[A_{H}(I - BC)] < 1.
\]
APPENDIX B: EVALUATION OF TRANSFER FUNCTIONS IN FEEDBACK MODEL

From the data-oriented innovation model [Eq. (A3)] we have closed loop transfer functions $G_{ij}(z^{-1})$:

$$
\begin{pmatrix}
G_{11}(z^{-1}) & G_{12}(z^{-1}) \\
G_{21}(z^{-1}) & G_{22}(z^{-1})
\end{pmatrix}
= C(I - A_Rz^{-1})^{-1}B.
$$

(B1)

Transfer functions of Eq. (11), $F_{ij}(z^{-1}):=C_{ij}(I - A_i z^{-1})^{-1}B_i z^{-1}$, can be identified from Eq. (B1) under two sufficient conditions of minimum phase and independence of random variables [6,7], which are similar to results mentioned in [32,33]. When the feedback structure of Eq. (11) is conserved under the sufficient condition, the data-oriented innovation model can be evaluated as

$$
\begin{align*}
y_1(n) &= \hat{F}_{12}(z^{-1})y_2(n) + \hat{F}_1(z^{-1})\gamma_1(n), \\
y_2(n) &= \hat{F}_{21}(z^{-1})y_1(n) + \hat{F}_2(z^{-1})\gamma_2(n),
\end{align*}
$$

(B2)

where transfer functions of $\hat{F}_{12}(z^{-1})$ and $\hat{F}_{21}(z^{-1})$ are determined by a transformation from closed loop transfer functions [6,7,19,25]:

$$
\begin{align*}
\hat{F}_{12}(z^{-1}) &= G_{12}(z^{-1})G_{22}(z^{-1})^{-1}, \\
\hat{F}_{21}(z^{-1}) &= G_{21}(z^{-1})G_{11}(z^{-1})^{-1}.
\end{align*}
$$

(B3)